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Introduction

“ My signature is worth more than my word.”
--Anonymous swindler

About This Document

This document has been produced as part of a RIPE NCC project on the deployment of
DNSSEC. The document started as being an addendum to a DNSSEC course that is being
presented by the RIPE NCC but soon we realized that it is probably more useful as a stand
alone "HOWTOQ" for setting up DNSSEC in ones own environment.

In this HOWTO, which because of its bulky nature is more a "Tutorial" in disguise, we
touch upon the following topics.

» Partl, “Securing DNS data”, about the aspects of DNSSEC that deal with data security.

* Creating an island of security (Chapter 1, Configuring a recursive nameserver to
verify answers and Chapter 2, Securing a DNS zone) by configuring a recursive
nameserver to verify the signed zones served by your organizations authoritative
nameservers. When you learned and implemented this, you can be sure that DNS
data in your organization is not tampered with. Once you have created an island of
security it is a small step to become part of a chain of trust.

» Delegating Signing authority; building a chain of trust (Chapter 3, Delegating of
Signing authority; becoming globally secure). You will learn how to exchange keys
with your parent and with your children.

e Chapter 4, Rolling Keys is about maintaining keys and ensuring that during the
rollover process clients will be able to maintain a consistent view of your DNS data.

e Part ll, “Securing communication between Servers”, about aspects that deal with server
to server security and transaction security.

e Chapter 5, Securing Zone transfers is on the use of TSIG to provide authorisation
and integrity for zone transfers.

Finally Appendix B, Hints and tips contains a few tips and hints that may help you to
troubleshoot your setup or answer your questions.

The documentation is based on the so called DNSSEC-bis specifications that where final-
ized by the IETF DNSEXT working group in July 2004 [ I-D.ietf-dnsext-dnssec-intro, |-
D.ietf-dnsext-dnssec-protocol and I-D.ietf-dnsext-dnssec-records].

At the moment this paragraph is written (August 2004) the author is aware if the following
open-source and or freeware implementations of the DNSSEC-bis specifications:
BIND9.3.0beta and NSD2.1.1. All our examples are based on BIND9.3.0beta.

This document is not intended as an introduction into DNS. Basic knowledge of DNS and
the acronyms used is assumed. We have tried to not to use to much jargon and if we do
we have tried to explain the meaning.

This document will be subject to change. Please regularly check if new versions have oc-
curred at http://www.ripe.net/disi. Your corrections and additions are appreciated.

Vi


http://www.ripe.net/disi

Part |. Securing DNS data

This part deals with securing data in zone files. We describe how you generate and man-
age keys, how you set up a recursive nameserver to verify signed zone data and how you
sign and serve zones.
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Chapter 1. Configuring a recursive
nameserver to verify answers

Task at hand

We plan to configure a recursive nameserver to verify the data it receives. Users that use
this recursive nameserver as their resolver will, in this way, only receive data that is either
secure or unsecure. As a result spoofed data will not find it's way to the the users ~. Having
a verifying recursive nameserver protects all the users that use it as a forwarder against re-
ceiving spoofed DNS data.

In other words, with reference to Figure 1.1, “DNS environment”, we will configure the re-
cursive DNS servers with a trusted key for "example.com” so that all the data served by the
authoritative servers for "example.com" is verified before it is handed to the protected infra-
structure that have the recursive servers configured as their forwarder (the nameservers
that usually are assigned through DHCP or configured in / et ¢/ resol v. conf).

Figure 1.1. DNS environment
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By configuring a public key for a specific zone we tell the caching forwarder that all data
coming from that zone should be signed with the corresponding private key. The zone acts
as a secure entry point into the DNS tree and the key configured in the recursive

provided that the path between the verifying recursive nameserver and the stub resolver can be trusted. On a
shared network such as an IEEE802.11 network this is not the case.
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nameserver acts as the start for a chain of trust. In an ideal situation you have only one key
configured as a secure entry point: the key of the root zone.

We assume you have configured your nameserver to be recursive only.

We also assume that that another nameserver in your organization has been configured to
run as an authoritative server for a secured zone called exanpl e. net . Notes on how to
setup a secured zone can be found below in section Chapter 2, Securing a DNS zone

Warning

Configuring trust anchors means that your recursive nameserver will treat zones for which
you configured trust anchors as being secured. If the zones for which you have configured
trust anchors change their keys you will also have to reconfigure your trust anchors. Failure
to do so will result in the data in these zones being marked as bad and therefore becoming
invisible to your users.

Configuring the caching forwarder

See Appendix A, BIND installation for information on compiling BIND with the correct
switches to allow for DNSSEC. Do not forget enter the dnssec- enabl e statement in the
opt i ons directive of your naned. conf .

Configuring a Trust Anchor

A trust anchor is a public key that is configured as the entry point for a chain of authority. In
the ideal case validating nameservers would only need one of these trust-anchors con-
figured. But during early deployment you will probably need to configure multiple trust an-
chors.

Figure 1.2. Trust Anchors in the DNS tree

{the root)

0.0.183.1n—arpa.arpa

In Figure 1.2, “Trust Anchors in the DNS tree” we show a zone tree. In this tree the do-
mains ri pe. net, 194.i n-addr. ar pa 193.i n-addr. ar pa and
0. 0. 193. i n- addr . ar pa are assumed to be signed. It is also assumed there is a secure
delegation between 193. i n- addr . ar pa and 0. 0. 193. i n- addr . ar pa. In order to veri-
fy all these domains the validating DNS client would have to configure trust anchors for
ri pe.net,194.in-addr. arpa193.in-addr. ar pa.2.

To configure a trust-anchor you have to get hold of the public key of the zone that you want

2Fetching and maintaining all these trust-anchors in the absence of a signed root clearly does not scale and is
one of the problems that early deployers will have to deal with. BIND9 contains a so called "look-aside" validation
option that may help with this trust-anchor distribution issue. Configuring look aside validation will be a topic of fu-
ture versions of this document




Configuring a recursive hameserver to
el A verify answers

to use as the start of the chain of authority that is followed when your data is validated. It is
possible to get these straight from from the DNS, but there are two reasons why this may
not be a brilliant idea.

First you have to establish the authenticity of the key you are about to configure as your
trust-anchor. How you do this depends on on what method the zone owner has made
available for out of band verification of the key. You could do this by visiting the zone-
owners secured web site and verify the key material there; you can give the zone-owner a
call if you personally know her; you may believe the key that is published on the bill you
just received from the zone owner; or, you may just believe that your OS did the verification
on your behalf.

Second, and this is a little more subtle, is that you may have a choice of public keys to
choose from in which case you would like to choose the the proper "Secure Entry Point"
key.

In DNSSEC a difference is made key- and zone-signing keys. Key-signing keys exclusively
sign the DNSKEY RR set at the apex while zone-signing keys sign all RR sets in a zone.
Key-signing keys are often used as Secure Entry Points (SEP) keys. These SEP keys are
the keys that are intended to be used first when building a chain of authority from a trust
anchor to signed data. We assume and advice a one-to-one mapping between SEP keys
and key-signing keys. Vince in practice key-signing keys have a lower rollover frequency
than zone signing keys you should configure the SEP i.e. key-signing keys.

In addition to having the proper public key you should be aware of the rollover policy of the
zone owner or that you have a tool that takes care of automated rollover. Failure to timely
modify the trust-anchor if the corresponding SEP key is rolled will result in verification fail-
ures.

Assume you have obtained the key-signing key of exanpl e. net. to configure that key as
a trust anchor you will have have to include the following statement in the named. conf of
the recursive nameserver.

Figure 1.3. Trust-anchor configuration

trust ed- keys {

"exanpl e.net." 257 3 5 "AQCBVL6U4R3BopupRbIpONsns2Sy3+YDl u// TG+rzWRI+ppbhTCGbhxt | 8
1vbDNeFnnGHAP6 TW m bhwnqaG5D8XVoMRK5A2E/ al 8/ 8Dy Hu2f gt Tt
yOMZHHZJ DKCUep+nJInQLX ESdbFhHKMBZEzZNI9Lb3cl KcnHSXDWP2qYP4S
cgX4uQ==";

The format is similar to the DNSKEY RR except that the "DNSKEY" label, the CLASS and
the TTL are omitted and quotes are placed around the name and the public key material.

Testing

As soon as a trust ed- key has been configured, data from that zone or its sub zones will
be verified by the caching forwarder. You can test this by querying your server. If data is
verified by the caching forwarder the ad-bit will be set by the nameserver (see the 'flags’ in
the following example).

$dig @0.0.53.204 exanple.net SOA +retry=1 +dnssec +multiline

<<>> Di G 9. 3. Obeta3 <<>> @0.0.53.204 exanpl e. net SOA +retry=1 +dnssec +nultiline
;; global options: printcnd
;; Got answer:
; ->>HEADER&I t; & t; - opcode: QUERY, status: NOERROR, id: 50414
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flags: gr rd ra ad; QUERY: 1, ANSWER 2, AUTHORI TY: 0, ADDI TI ONAL: 5

;. OPT PSEUDGCSECTI ON:

; EDNS: version: 0, flags:

;. QUESTI ON SECTI ON:

; exanpl e. net. I'N SOA

; ANSWER SECTI ON:
exanpl e. net .

exanpl e. net. 100

ADDI TI ONAL SECTI ON:

'e§<arrpl e. net. 100
exanpl e. net. 100
exanpl e. net. 100
exanpl e. net. 100

Query tinme: 783 nsec

MSG SI ZE rcvd: 890

It is important that you check on the proper working of the verifier. This can be done by us-
ing the BIND log facilities on the machine that is configured as the verifying recursive

nameserver.

In BIND messages of a certain category can be logged to separate channels. The chan-
nels determine where the messages go and to what severity level they will need to be re-
ported. The relevant category for DNSSEC verification is dnssec. In the example below
the errors of the dnssec category are directed to the dnssec_| og channel. In order to fol-

udp: 4096

100 IN SQA ns.registry.tld. olaf.ripe.net. (

2002050501 ; seri al

100 ; refresh (1 minute 40 seconds)
200 ; retry (3 minutes 20 seconds)
604800 ; expire (1 week)

100 ; mnimum (1 mnute 40 seconds)

)
IN RRSIG SCA 5 2 100 20040528103254 (

20040428103254 14804 exanpl e. net.

Gvill REMAW+LMuoDZvoVKy Uobe Ede XTqz dVOMAUBI VST 7
gT+dOBA2t MYSMEOnVuJcbkBr zVLg56 CSGyGQVEEL 8/ q
8auCpFYi Xi Fri +9Li t VKK+n3WBI b6AL+/ acyhUnzbq
5nmF1nuMUDI ul uv/ f XFA eS9V/ 6P7+uf XWjedhVyY= )

I N DNSKEY 257 3 5 (

AQOBVL6U4R3BopupRb9pONsns2Sy3+YDl u/ / TGrzWRI+

ppbhTGbhxt | 81vbDNeFnnGHAP6 TW i bhwnga G5 D8XVo

MRK5A2E/ al 8/ 8DnyHu2f qt Tt yOMZHHZI DKCUep+nJnQL

X ESdbFhHKNBZEzNOLb3cl KenHSXDWP2qYP4ScgX4uQ==
; key id = 64431

)
I'N DNSKEY 256 3 5 (

AQP21j qKuf dloMcZTW t t f JJvzmVPSf SnF+s9vt +Jcwl

yHYuuQoi | AyEeWNEL7Zj SRbcLsl c2/ LHNdeZuOf j medR

yh4l EzNJyr Uuvz/ opbwCOc KNZPTY9gnBkaf SO2RXi hWK

Ae9zr 5QUaygf CqxCt Cvhc2LG XpUu7j 6e8b3D0VadQ==
; key id = 14804

IN RRSI G DNSKEY 5 2 100 20040528103254 (

20040428103254 14804 exanpl e. net.

PNyi 2K7ps| 5mdl X6SFbWLI 2LgndOp3xeNxZt nNi i +j 21
+yHIPk 2L VSwHW SaGDI 50X60Onvi FeSkOmbUdb2j 7b71s
x YkY+HJOf | XFt QURandQOykuF1t TOyos! +r XJygJKj Mb
ORf t BaOXALTc3c8RNZSWK/ gNEi i +H68ntok6Blc= )

IN RRSI G DNSKEY 5 2 100 20040528103254 (

20040428103254 64431 exanpl e. net.

Fkl YoNBonngDZOPi i DgOPr x32r 52NdXRLI kHBFwQHcbhC
aNf 9Dc Es XFf LMYTf sPeU4| 5w1LCz 04 MsnpwAB+NMD20GW
0YTN8zPVzQ FVWWMbEgxzk0Zi p5c/ B8l FNt TgnmNL9peF
BcoGhl 7kESNnEOC653SQGpGXPHj 7gw+gCt wj Sf Wac= )

SERVER 10. 0. 53. 204#53( 10. 0. 53. 204)
VWHEN: Wed May 12 11:41:06 2004

low the verification process the channel has to log at least at severity debug 3.

I oggi ng{

channel dnssec_log {

/1 a DNSSEC | og channel

file "log/dnssec" size 20m

print-time yes;
print-category yes;
print-severity yes;
severity debug 3;

}

category dnssec { dnssec_| og;

timestanp the entries

~——
~———

print debug nessage <= 3t

}s

add category nane to entries
add severity level to entries
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The output in the log file will look similar to the output below. The attempt for positive re-
sponse validation shows how the verifier tries to prove that the RR set is trusted by follow-
ing the chain of trust to the appropriate secure entry point, your trusted-key statement.

12- May- 2004 11:41:06. 815 dnssec: debug 3: validating exanple.net SOA: starting

12- May- 2004 11:41:06. 816 dnssec: debug 3: validating exanpl e. net SOA:
attenpting positive response validation

12- May- 2004 11:41:06. 824 dnssec: debug 3: validating exanpl e. net
DNSKEY: starting

12- May- 2004 11: 41: 06. 825 dnssec: debug 3: validating exanpl e. net
DNSKEY: attenpting positive response validation

12- May- 2004 11:41:06.941 dnssec: debug 3: validating exanpl e. net
DNSKEY: verify rdataset: success

12- May- 2004 11:41:06. 942 dnssec: debug 3: validating exanpl e. net
DNSKEY: signed by trusted key; marking as secure

12- May- 2004 11:41:06. 942 dnssec: debug 3: validator @x828e00
dns_val i dat or _destroy

12- May- 2004 11:41:06. 943 dnssec: debug
in fetch_cal |l back_val i dator

12- May- 2004 11:41:06. 943 dnssec: debug
keyset with trust 7

3

3: validating exanple.net SOA

3
12- May- 2004 11:41:06. 943 dnssec: debug 3: validating exanpl e. net SOA:

3

3

3

val i dati ng exanpl e. net SOA:

resum ng validate

12- May- 2004 11:41: 06. 945 dnssec: debug
verify rdataset: success

12- May- 2004 11:41:06. 945 dnssec: debug
mar ki ng as secure

12- May- 2004 11: 41: 06. 945 dnssec: debug
dns_val i dat or _destr oy

val i dating exanpl e. net SOA:
val i dati ng exanpl e. net SOA:
val i dat or @x823e00
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Chapter 2. Securing a DNS zone
Task at hand

If a zone has been signed and its key has been configured in a validating recursive
nameserver we usually refer to it as being an "island of security". It apparently does not
have a secured parent and stands alone in the sea of unsecured other domains. Usually
creating a island of security is the first step in becoming part of the secure DNS. The island
of security will remain "insecure" for resolvers that have no trust-anchor configured for the
domain.

If a zone owner decides to create an island of security she will sign her zones and distrib-
ute the "secure entry points" to the system administrators that want to validate her zone
data. Once the island of security has been set up the island can become part of the secure
tree by exchanging the "secure entry point" with the parent.

This is what we will have to do. After creation of the key-pairs used for signing and verifica-
tion we want to sign the zone data for our own organization (say exanpl e. net . ) and con-
figure the caching forwarders on our organizations network to verify data against the public
key of our organization.

Note that in the text below we assume that your organization's domain names are main-
tained in one zone. If domain name administration is delegated to sub zones things get
more complicated, see section Chapter 3, Delegating of Signing authority; becoming glob-
ally secure.

Signing the zone data is the task of the zone administrator, configuring the caching for-
warder is a task of system administrators.

The examples are based on the example zone in section Figure 2.2, “example.net example
zone”.

Creating key pairs

Key Maintenance Policy

Before you are going to generate keys you will need to think a bit on your key maintenance

policy. Such policy should address

* What will be the sizes of your keys.

» Wil you separate the key- and zone-signing keys (See below).

* What key size will you use.

» How often will you roll the keys.

» How will system administrators that intend to use your zone as trust anchor get hold of
the appropriate public key and what mechanism will you provide to enable them to veri-
fy the authenticity of your public key.

« How will you signal a key rollover, or how can you make sure that all interested parties

are aware of a rollover.

Some of these issues may be trivial to address. For instance, your organisation may have
established mechanisms to distribute the public keys,there may be obvious way to publish
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an upcoming rollover such as the possibility of publishing the event in a corporate newspa-
per. Alternatively it may be possible to notify all relevant parties by a mail when a corporate
X.509 hierarchy is available for e-mail verification.

A few words on key- and zone-signing keys.

It seems good practice to use zone-signing keys and key signing keys (also see Chapter 4,
Rolling Keys). The key signing keys are usually the first keys from you zone that are used
to build a chain of authority to the data that needs to be validated. Therefore these keys
are often called a secure entry point key (or SEP key). These SEP keys are the ones that
you should exchange with your parents or that verifying resolvers configure as their trust
anchors.

Throughout this document we assume that you use separate key- and zone-signing and
that the key-signing keys are exclusively used as secure entry point keys and can be iden-
tified by the SEP flag [rfc3757].

Creating the keys

Figure 2.1. dnssec-keygen arguments

Usage:
dnssec-keygen -a alg -b bits -n type [options] nane

Version: 9.3.0rc3
Requi red options:
-a algorithm RSA | RSAMD5 | DH | DSA | RSASHA1 | HWVAC- MD5
-b key size, in bits:
RSAMDS5: [512..4096]

RSASHAL: [512..4096]
DH: [128..4096]
DSA: [512..1024] and divisible by 64

HVAC- MD5: [1..512]
-n nanmetype: ZONE | HOST | ENTITY | USER | OTHER
name: owner of the key
O her options:
-c <class> (default: IN)
-e use | arge exponent (RSAMD5/ RSASHAL only)
-f keyflag: KSK
-g <generator> use specified generator (DH only)
-t <type>: AUTHCONF | NOAUTHCONF | NOAUTH | NOCONF (default: AUTHCONF)
-p <protocol > default: 3 [dnssec]
-s <strength> strength value this key signs DNS records with (default: 0)
-r <randondev>: a file containing random data
-v <verbose | evel >
-k : generate a TYPE=KEY key
CQut put :
K<name>+<al g>+<i d>. key, K<name>+<al g>+<i d>. private

dnssec-keygen is the tool that we use to generate keys pairs. The arguments that we
have to provide dnssec-keygen are shown in Figure 2.1, “ dnssec-keygen arguments”.

The output resides in two files. The name of the files contain relevant information:
Kdomai n_nane+al gorit hm i d+key_i d. ext ensi on

The domai n_nane is the name you specified on the command line, it is used by other
BIND DNSSEC tools, if you use a hame different from the domain name you might confuse
those tools. The al gori t hm_i d identifies the algorithm used: 1 for RSA, 3 for DSA, and 5
for HMAC-MDS5 (TSIG only). The key_i d is an identifier for the key material. This key_i d
is used by the RRSIG Resource Record. The ext ensi on is either key or pri vat e, the
first one is the public key, the second one is the private key.

We create an RSASHAL zone signing key pair for exanpl e. net :
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# dnssec- keygen -r/dev/random -a RSASHAL -b 1024 -n ZONE exanpl e. net
Kexanpl e. net. +005+25721

Because of the considerations in the section called “Key Maintenance Policy” you will also
need to create SEP keys. To create keys with the SEP bit set by specifying the -f KSK
flag with dnssec-keygen.

dnssec- keygen -r/dev/random -f KSK -a RSASHAl1 -b 1024 -n ZONE exanpl e. net

Lets have a look at the content of these file3:

cat Kexanpl e. net. +005+25721. key

exanpl e.net. | N DNSKEY 256 3 5
AQPcvj xkh0i OC2MHESV Lz uEuMERI 5Pz QWZswbRD50Vy OnFZJ Tl 6n5aM
n7dKi v2/ / Ixoxr A2dFj pDUc Daf wEK4ACE10G GeluzYZvVI wxVcOxf ZZg
QNIXSV\hRI q§)3owr TFUadp74cw2Zf FdPyDRnO1k!1 gf wz Vpt buLLQr w/ AGM
NBI 2vQ==

The public key (. key extension) is exactly as it would appear in your zone file. Note that
the TTL value is not specified. This key has a "flag" value of 256. Since this value is even
the key is not marked as a SEP key and should be used for zone signing.

The private key (. private> extension) contains all the parameters that make an
RSASHAL private key. The private key of a RSA key contains different parameters then
DSA. Here is the private key (with base64 material truncated):

# cat Kexanpl e. net. +005+25721. pri vate
Private-key-format: v1.2

Al gorithm 5 (RSASHAL)

Modul us: 3L48ZI dlj gtjBxCby5s7hLj BE. . .
Publ i cExponent : Aw==

Pri vat eExponent: kyl 9nfFowXr JCBLe9M . .
Prinel: 87j OEvXai MPPC4g34CDlobNi dJ. . .
Prine2: 59zwwY67t UGCdqW 3Qx SMBNasW . .
Exponent 1: ont NYf kBWO0OsI r P6sC wSJ. . .
Exponent 2: nmpNLK7R9I 4EBpGbyk1zhd6l . . .
Coef ficient: |KkLI54) AMUVDGRTqy/ HcH. . .

This private key should be kept secure 4i.e. the file permissions should be set so that the
zone administrator will be able t% access them when a zone needs to be signed. Besides,
the BIND tools will, by default, ~ look for the keys in the directory where signing is per-
formed, and that might not be the most secure place on your OS.

Zone signing

Swe slightly edited the output for readability. We printed the base64 material over several lines and introduced
Epe brackets so that this is a legal multiline representation of a RR.

At the RIPE NCC we are working on a dedicated signing server that has SSH based access control. Based on
which key is used to login a dedicated shell is opened; Zone maintenance shell that allows signing of zones; A
key maintenance shell for key maintenance. Only system administrators have privileges to access the key-
g‘laterial itself.

It is possible to fully specify the path to the keys.

10
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Once you created key pairs you should include them in your zone file. Refer to the ex-
ample in Figure 2.2, “example.net example zone” where we use the $i ncl ude directive to
include the keys. Of course, we do not forget to increase the serial number in the SOA re-
cord before signing.

In the example below we will use the DSA key as the key signing key and the RSA keys as
zone signing keys.

Figure 2.2. example.net example zone

$TTL 100
$ORI G N exanpl e. net.
@ 100 I'N SQA ns. exanpl e. net. (
ol af. ripe.net.
2004071901
100
200
604800
100
)
NS ns. exanpl e. net
NS ns2. exanpl e. net
ns A 193.0.2.1
ns2 A 193.0.2.2
; include the public keys
$i ncl ude Kexanpl e. net. +005+25721. key ; ZSK inserted 20040719
$i ncl ude Kexanpl e. net. +005+37062. key ; KSK inserted 20040719

Once the key is included in the zone file we are ready to sign the zone using the dnssec-
signzone tool (see Figure 2.4, “ dnssec-signzone arguments” for all the arguments). We
use the - o flag to specify the origin of the zone; by default the origin is deduced from the
zone file's name.

With the - k key_name' we specify which key is to be used as the Key signing key. That
key will only sign the DNSKEY RR set in the apex of the zone. The keys that come as ar-
guments at the end of the command are used to sign all the RR data for which the zone is
authoritative. If you do not specify the keys BIND will use those keys for which the public
keys are included in the zone and use the SEP flag to distinguish between key signing and
zone signing keys.

In practice you would not want to rely on the default, since in key rollover scenarios you will
have a public key in your zone file but you would not want to use that for zone signing (in
order to avoid double signatures and therefore longer signature generation times and more
resource consumption on your nameserver). Below is the command issued to sign a zone
with the 37062 key as key signing key and the 25721 keys as zone signing key.

/usr /| ocal / shin/ dnssec-si gnzone \
-r /dev/random\
-0 exanple.net \
-k Kexanpl e. net. +005+37062 \
db. exanpl e. net \
Kexanpl e. net. +005+25721. key

The signed zone file is reproduced in figure Figure 2.3, “Example of a signed zone”. Note
that the apex DNSKEY RRset is the only RRset with 2 signatures, made with the zone and
key signing keys. The other RRsets are only signed with the zone signing keys.

11
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Figure 2.3. Example of a signed zone

; File witten on Mon Jul 19 13:26:01 2004
; dnssec_si gnzone version 9. 3. 0Obet a3

exanpl e. net. 100 I N SOA ns. exanpl e.net. olaf.ripe.net. (
2004071901 ; seri al
100 ; refresh (1 minute 40 seconds)
200 ; retry (3 minutes 20 seconds)
604800 ; expire (1 week)
100 ;o mninmum (1 mnute 40 seconds)

)

100 RRSIG SOA 5 2 100 20040818102601 (
20040719102601 25721 exanpl e. net.
cN74KZQei pM +y MPWd Ts 355k 95GONHSq9GHR
KOwMHZogPwYN | uuehRf f PR6j i ZaKVOr nGALh
R2D6ghney3bgdanFhzENo/ f haNOVr 8MsBar t
f puzZr Wi Ct Xl Hekj ZSnE7nmvVQ u43DPbpQ7r A
r Gg3XB7oYnl D9j benj j 39pUdkEs= )

100 NS ns. exanpl e. net. exanpl e. net .

100 NS ns2. exanpl e. net. exanpl e. net.

100 RRSIG NS 5 2 100 20040818102601 (

20040719102601 25721 exanpl e. net.

Y/ OEpLUAU7zZSzhDgwoXyzBWALcDOi bg+j ul
VQAYAcocSJedOEnt OBdbon8I cw+t | VYot HCO
D34i | f 5F1 JDI dy3aBgWKA+eT702Nuj Yt Zy7
+JH WALf eyDRRZIshoc47r S63P1DgR1Pb+J
u6cf 1 63/ 0dwnD7r r Kl zD7f Fmw | = )

100 NSEC ns. exanpl e. net. NS SOA RRSI G NSEC DNSKEY

100 RRSIG NSEC 5 2 100 20040818102601 (

20040719102601 25721 exanpl e. net.
't bZr p4/ 1 CR51 zBVMUTNTTr cdhvsxUORdSL+u
j AdaW k3i BsM)SFOEH8MBUeVH vNCIcDHi Jr
Zf EHFpRUhQE/ uuV6JMkdaq30PUSBKNLFRgxu
Bhgr czSe9l Pl x+YOBNoEpRZdal ZeelaKND5C
By+/ pCZO0t Xj BeQZ3r xZT110AEA8= )

100 DNSKEY 256 3 5 (

AQPcvj xkh0i OC2MHESVLnz uEUMERI5PZz QVEZS
WbRD50Vy OrFZJ Tl 6n5avh7dKi v2/ / Jxoxr A2
dFj pDUcDaf wEKACEL1oG GeluzYZvVI wxVcOx
f ZZgQUWXSWIRI qp3owr TFUadp74cw2Zf FdPyD
Rnm01kl gf wz Vpt buLLQr w/ AGWNBI 2vQ==

) ; key id = 25721

100 DNSKEY 257 3 5 (

AQPOKUCYNQPxTBXdd903y| PZI vAJ5nsFt 09R
nal JMEOK2| 6ebuFKRf / 9Npb+1PQ aMzey8HX
3W 5BJ0j qaj pvOTh3J6Et I | et oSvf 8yd9l s
ywBoxFLr A4l hpGLx3Pn1Ad4r r Pf JhNTED7Z207
1 QUG cl ar 3vnt / PqVF1niN6qRWNWhs Q==

) ; key id = 37062

100 RRSI G DNSKEY 5 2 100 20040818102601 (
20040719102601 25721 exanpl e. net.
cKOaLkPt U Wri eQO7W1nmsPQIEvk/ C6MKI Y
1QdEt Ut DXs91 | SOqTuYj gJweceoQywdXf Eu
72NJKgbYwt j hdbAF1AnkuCbRdAP9f OWinnoem
P2nR5FI 1Tr dz30CK8y 1UYI DoUCa8+w7 QYEZu
gr ZI Re9RA KnFLAv4zBZQIE1ZV8= )

100 RRSI G DNSKEY 5 2 100 20040818102601 (
20040719102601 37062 exanpl e. net.
gQyCt A zDB6LMKs MU HUO+vk P7Odxy O4HuDW
VbXl kyZXFQbt 7U2Foy+0q24MBLI TowZ3Kssm
+8cxni i 7f G i wvn3MJl vzsQx+Cr NRP54DVDKS
sZ04X4Bj HEzi By Tob7+4] 5BNARsM | T3DkL
R28dDzet mt TQASXVWW WINI f Wo= )

ns. exanpl e. net .. 100 IN A 193.0.2.1

100 RRSIG A 5 3 100 20040818102601 (

20040719102601 25721 exanpl e. net.

E4z CBx CEhCXW cPr NJgKwj ze7PQX9p89gxk6
ZHLE82STaj zj PwEhpJ/ C245/ uB7pVi ubcEPQ
gqbzZwU+v/ pl sD3g9Px4uydk TpT9p19SDTSAf 2
b6qNEq7N4d/ oXvUS5FUDKSMIK| pSz9r NC1+t
AMb+t f SdPd11 UPkdZSot ki JhZE= )

100 NSEC ns2. exanpl e.net. A RRSI G NSEC

100 RRSIG NSEC 5 3 100 20040818102601 (
20040719102601 25721 exanpl e. net.

G | hvpUkXV/ 5Nni 600wWh7Q nz691BhE9uKeQ
8ckAS3BOAf Al XZQLI JvE] s9ovXgosdFOQdj

WONCUdI ndf pMeel Y+OPwj Bvl ZV@pppl | skQe
/1 H25VAqci Aldl pxi Rt v6SL2RVWBROi pLz6T
79zf b+TSOC2f +mHaUSRBRY2MUI g= )

ns2. exanple.net. 100 IN A 193.0.2.2

100 RRSIG A 5 3 100 20040818102601 (
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20040719102601 25721 exanpl e. net.
t XKf DOByj YaHOHEUUUYXt Qzyl v8bsnkK6t uRE
j arl oUZPuPQ f uYnSdpPEbsxoey997Ai WHAz
rocf pxFTlegebl Em8T8F/ bG-4uU8s8K2wDk
RVBLKVPKObXLgd4pl | eJj RI2dO21 Mhav9VEQ
nBd i QAOKM z4j p3lj JG kmWQD= )

100 NSEC exanpl e.net. A RRSI G NSEC

100 RRSIG NSEC 5 3 100 20040818102601 (
20040719102601 25721 exanpl e. net.
dYkpY/ cVxRsyKsJf bKy Ny Dd+CC&LVYFj] GBZ
r gRgEFI gHc PNdQ+J 7TCSKQ+T6 CQVDt RLDf Mo
Z5r Ef 7LV] w+7GAqvdf nl dZRkbr HCf PZDI O+
KshMPJj Xh+M mazD5g0Oy Gui nZ2M2JA4a8qgbT
gaJht xoKj Lo387Zksh2AT36NuQQ= )

The signing process did the following:

It sorted the zone in ‘canonical’ order.

» Inserted NSEC records for every label.

e Added the key-id as a comment to each DNSKEY-record.

» Signed the DNSKEY RR set with 2 keys; the key signing key and the zone signing key.
» Signed the other RRs with the one key key, the zone-signing key.

The signatures where created with a (default) lifetime of 30 days from the moment of sign-
ing. Once signatures have expired data can not be verified and your zone will go 'bad'.
Therefore you will have to resign your zone within 30 days. Zone resigning is discussed
below.

The signed zone is stored in db. exanpl e. net. si gned, make sure you have configured
named to use this file to serve the zones from.

Figure 2.4. dnssec-signzone arguments

Usage
dnssec-si gnzone [options] zonefile [keys]

Version: 9.3.0rc3
Options: (default value in parenthesis)
-c class (IN
-d directory
directory to find keyset files (.)
-g: generate DS records fromkeyset files
-s YYYYMVDDHHMVSS]| +of f set :
RRS|I G start tine - absolute|offset (now - 1 hour)
-e YYYYMVDDHHMMVES]| +of f set | " how' +of f set ] :

RRSI G end tine - absolute|fromstart|fromnow (now + 30 days)
-i interval

cycle interval - resign if < interval fromend ( (end-start)/4 )
-v debugl evel (0)
-0 origin:

zone origin (name of zonefile)
-f outfile:

file the signed zone is witten in (zonefile + .signed)
-r randondev:
a file containing random data
-a: verify generated signatures
-p: use pseudorandom data (faster but |ess secure)
-t: print statistics
-n ncpus (nunber of cpus present)
-k key_signi ng_key
-1 1 ookasi dezone
-z: ignore KSK flag in DNSKEYs
Signing Keys: (default: all zone keys that have private keys)
keyfil e (Knanme+al g+t ag)
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Caching forwarder configuration

Now that the DNS servers publish signed data we need to configure the 'clients' to verify
the data. The clients in this context are recursive hameservers. Just configure your recurs-
ive nameserver with the public SEP key you just generated for the zone. How to do this is
described in the section called “Configuring the caching forwarder” above, also see Fig-
ure 1.3, “Trust-anchor configuration”.

Zone Resigning

When the signatures in your zone are almost expired or when you have added a few re-
cords to your zone you will have to resign your zone. There are two ways to resign your
zone data. You may choose whichever option depending on your level of automation, the
size of your zone and the frequency with wich you have to generate SIG RRs.

* You can regenerate the signed zone from the unsigned zone file. The signer will need
to sort the zone again, generate all the NSEC records and generate all RRSIG records.

If you generate your zone file from a back-end database this is probably the preferred
mechanism.

* You can add the new records to the already signed zone file and then run that zone file
through the signer. The (BIND) signer will insert the new records and associate NSECs
in the already sorted zone file and will only sign the new records and the records for
which the signatures are reaching the end of their validity period.

You should build tools to maintain your signed zones, cron, perl and make are your
friends (also see ???. Please also make your tools publicly available.

Troubleshooting Signed Zones

You can check the format of your named.conf using the named-checkconf program. The
named-checkzone program can be used to check zone files. These programs use the
same routines to parse the configuration and zone files as named itself but only test on
syntax.

One can use dig and a nameserver configured with a t r ust ed- key to verify ones setup.
If data cannot be cryptographically verified the forwarder will return with a SERVFAI L
status. You can test this by intentionally corrupting a resource record in the signed zone
file. This is typical output of dig when querying for corrupted data™:

; <<>> Di G 9. 3.0s20020722 <<>> +dnssec @erifier corrupt.exanple. net
;7 global options: printcnd

;. CGot answer:

;; ->>HEADER<<- opcode: QUERY, status: SERVFAIL, id: 36778

;o flags: qr rd ra; QUERY: 1, ANSWER 0, AUTHORITY: O, ADDI TIONAL: 1

;. OPT PSEUDOSECTI ON:

; EDNS: version: 0, flags: do; udp: 4096
QUESTI ON SECTI ON:

; corrupt. exanpl e. net. I'N A

Query time: 14 nsec
SERVER: 10. 0. 53. 204#53(verifier)

' WHEN: Sun Aug 25 16:22:46 2002
; MSG SIZE rcvd: 44

Note that a caching forwarder will not do cryptographic verification of the zones it is author-

e corrupted the data by modifying rdata in the signed zone-file to generate this example
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itative for. So if your caching forwarder is a primary or secondary server for a particular
zone you will always get an answer since it is assumed that data from disk is secure.

Further troubleshooting needs to be done on a a server configured as a validating recurs-
ive nameserver. Below is an example of the log output of the verifier when we queried for

corrupted data.

debug 3: client 10.0.53.204#1206: request is not signed

debug 3: client 10.0.53.204#1206: recursion avail able

debug 3: client 10.0.53.204#1206: query (cache) approved

debug 3: validating corrupt.exanple.net Al starting

debug 3: validating corrupt.exanple.net A: attenpting positive response validation
debug 3: validating exanpl e.net DNSKEY: starting

debug 3: validating exanpl e.net DNSKEY: attenpting positive response validation
debug 3: validating exanple.net DNSKEY: verify rdataset: success

debug 3: validating exanpl e. net DNSKEY: signed by trusted key; marking as secure
debug 3: validator @x81e9800: dns_vali dator_destroy

debug 3: validating corrupt.exanple.net A in fetch callback_validator

debug 3: validating corrupt.exanple.net A keyset wWith trust 7

debug 3: validating corrupt.exanple.net A: resuming validate

debug 3: validating corrupt.exanple.net A: verify rdataset: RRSIG failed to verify
debug 3: validating corrupt.exanple.net A: failed to verify rdataset

debug 3: validating corrupt.exanple.net A: verify failure: RRSIGfailed to verify
debug 3: validating corrupt.exanple.net A keyset with trust 7

debug 3: validating corrupt.exanple.net A: verify rdataset: RRSIG failed to verify
debug 3: validating corrupt.exanple.net A: failed to verify rdataset

debug 3: validating corrupt.exanple.net A: verify failure: RRSIGfailed to verify
info: validating corrupt.exanple.net A: no valid signature found

debug 3: validator @x81e0800: d

ns_val i dat or _destroy

(This output was generated by using the dnssec category to a logging channel with

severity debug 3; configured.

Possible problems

SOA serial

'Zone signing key' rollover

Slave server problems

)

If you forget to increase the serial number before resign-
ing your zone, secondary servers may not pick up the
new signatures. This may cause served by some of the
authoritative servers to time out so some resolvers will
be able to verify your signature while others will not.

If a zone administrator makes a distinction between
zone and key signing keys then the rollover of a zone
signing key will not involve any action of the administrat-
ors of the verifiers. If a key signing key is to be changed
care should be taken that all resolvers in the organiza-
tion have been supplied with a new trusted-key.

If the zone is only locally secured (i.e. is not part of a
chain of trust) then the rollover of a key signing key is
relatively simple. Remember that to verify data there
has to be at least one signature that can be verified with
the trusted-keys in resolvers; During a limited time you
use two key signing keys to sign your zone: the old and
new key. During that time you start reconfiguring the re-
solvers in your organization with new trusted-keys.
Once all resolvers have the new key configured in their
trusted-key statement, the zones should be signed with
the new key only.

Rollovers are described in more detail in

sectionChapter 4, Rolling Keys.

Slave servers will need to run code that is DNSSEC en-
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abled if one of the authoritative servers for a zone is not
DNSSEC aware problems may arise for the DNS client
that happen to try to fetch data from those DNSSEC ob-
livious servers.

Related is that the load on all your nameservers will in-
crease. Zone files, Memory and bandwidth consumption
will grow. Factors 2-5 are not uncommon see Ap-
pendix B, Hints and tips for some numbers.
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Chapter 3. Delegating of Signing
authority; becoming globally secure

This section is subject to change as the tools needed for this are being modified/de-
veloped.

Task at Hand

We have covered how to deploy DNSSEC in a single zone. We now want to build a chain
of trust so that once a client has securely obtained a public key high in the DNS hierarchy,
it can follow the chain to verify data in your or your children's zone.

To be able to delegate authority the parent has to sign data that securely indicates which
child key is to be used as the next step in the chain of trust. I-D.ietf-dnsext-dnssec-intro de-
scribes how this can be established by having the parent generate a signature over the DS
record that is generated from the childs DNSKEY.

Below we will describe how to setup a zone that is globally secured based on the parental
signature over the DS record pointing to the child's key signing key.

In the example we use t | d as parent and sub. t | d as child. We assume that the parent
zone is already locally secure as described in the previous section. This means that the
parent has no DS RR for sub. t| d. and that resolvers that follow the chain of trust via
t1d. will treat the sub. t1 d. zone as verifiable insecure. The sub. t| d. zone assumed
not to be secure, much of the procedure will be as described Chapter 2, Securing a DNS
zone, but, since keysets are used, some details are different.

The DS RR is the only RR record that may only be published at the parent's apex and for
which the parent is authoritative.

Therefore the key signing keys, or more precisely the SEP keys, generated by the child,
need to be exchanged with the parent to get the DS records generated from. To ease the
process BIND introduces keysets.

A keyset is a small file, with the same syntax as a zone file, that contains one or more key
signing keys of the child. Keyset files are automatically generated when signing a zone
with dnssec-zonesign.

The sequence of events will be:

i.  The child uploads it's key signing key to the parent.

The details of this procedure depend on the parents key exchange policy normally the
contend of the keyset file will need to be uploaded.

ii. The parent stores the keyset file in the directory with the parent zone. For each deleg-
ation there will be one keyset file.

iii. The dnssec-signzone command finds the keysets and automatically generates and
signs DS records.

Alternatively the parent generates DS records and puts them in the zone file directly.

We will describe the steps in more detail below.

Key exchange, sighing and securing
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We assume the child is secured and works locally. So we have created zone signing and
key signing keys as described in section the section called “Creating key pairs” and signed
our zones as described in the section called “Zone signing”.

The parent will now need to obtain our key signing key.

The easiest way to upload the key is to have the child cut and paste the key into an email
and sending it to the parent.

In an operational environment it is extremely important that the authenticity and the integ-
rity of the DNSKEY is established. The zone administrator® of the parent will need to verify
that the key came from the zone administrator of the child zone. If possible this should be
confirmed by an out-of-DNS mechanism. The parent could use it's customers database to
verify if key was actually sent by the zone administrator. If a wrong key is signed the child
zone will be vulnerable for attacks; signing the wrong key breaks DNSSEC.

The parent will need to create a keyset file. This is done by putting the key material in a file
called keyset - chi | d- domai nnane.

The parent stores the keysets in a directory that is to be specified with the -d flag of
dnssec-signzone. The signzone tool will automatically generate the appropriate DS re-
cords if a keyset - chi | d- donai nnane is found containing one or more DNSKEY RRs
for the chi | d- dorai n. Note that although the keyset generated by the child contains sig-
natures the RRSIG RRs do not need to be available in the keyset - chi | d- donai n file at
the parent, the sign tool will not do signature verification.

Below is an example on how you could invoke the command:

dnssec-si gnzone -r /dev/random-d /registry/tld-zone/chil d-keys
-otld -f tld.signed db.tld

Possible problems

Public Key Algorithm To be globally secure one needs to use at least one key
of an algorithm that is mandatory to implement. Mandat-
ory to implement are RSA/SHAL and DSA keys. We re-
commend the use of RSA/SHA1 keys only.

Parent indicating child security It is important that the DNSKEY with that is sent to the
parent is in use as key signing key (or as zone and key
signing key if there is no distinction made) before the
parent includes a signed DS RR for that key.

If the parent includes a DS RR while the child has not
yet signed with the key then the child will go 'bad’; By
not having a DS RR for the child the parent indicates
the child to be in-secure.

As a parent you should always verify that the child pub-
lishes signed DNSKEY before including a DS RR.

"The person who is responsible for publishing the zone data
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Chapter 4. Rolling Keys

A rollover is the process where a zone decides to change their key. Since keys have a lim-
ited lifetime --- If only because of Moore's law -- they will need to be changed occasionally.
Care needs to be taken that existing chains of trust are not broken during the rollover.

The rollover is defined by the moment keys generated with the "new" private key are first
introduced into the zone. The key pair may have been generated well in advance and the
public key may have been made public well in advance too.

If the rollover is planned we refer to it as scheduled rollover. If the rollover is the result of a
(suspected) compromise or loss of private key it is called a unscheduled or emergency key
rollover.

There are two types of scheduled key rollovers. The rollovers of key-signing keys and the
rollovers of zone-signing keys. Key-singing keys are the first keys from your zone used by
a verifier when building a chain of authority hence these keys are also referred to as se-
cure entry point keys or SEP keys.

Although the DNSSEC protocol does not make a distinction between zone- and key-
signing keys we strongly advice to make this distinction as it provides a clear separation
between the keys that can be rolled without external interaction (the zone-signing keys)
and the keys that need external interaction (the key-signing keys). You should use the - f
KSK flag with dnssec-keygen when creating key-signing keys so that you can always
make a distinction between key- and zone-signing keys by looking at the so-called flag field
in the DNSKEY resource record. Its flag-field will be odd (257 mostly) when you deal with a
key-signing , or SEP, key.

DNS traversal

Whenever data in a zone file is replace by other data it will need to propagate through the
DNS before DNS clients actually see the new data. In a non-DNSSEC environment this
may hardly ever be noticed but when operating DNSSEC allowing data to traverse through
the DNS is critical.

DNS data with its associated signatures and the public key with which this data is verified
travel through the DNS independently. This also implies that the public keys and the signa-
tures are independently cached and therefore expire from caches at different times. As a
consequence it can happen that an RRSIG is verified with a DNSKEY from a cache and
that the RRSIG and DNSKEY come from different versions of the zone i.e. the public key
relates to a key that is older than the signature. The reverse, where the signatures are
older than the public keys that are used for verification can off course also happen.

As a zone administrator you have to be aware of this behavior and take into account that
your signatures will need to verify with any future or previous version of your keyset. I-
D.ietf-dnsop-dnssec-operational-practices describes the details which differ for zone-
signing and keys-signing key rollovers. There are two approaches for this. The "pre-
publish" and the "double signature" rollover.

First let us take a closer look on how data traverses through the DNS. See Figure 4.1,
“DNS Data Propagation” for reference.

At t 0 new data replaces data that was living in a previous version of the zone file. The
data is published on the authoritative master or primary server. It will take some time,
which we refer to as zone synchronization time, before the new version of the zone is
picked up by all authoritative servers. In the worst case scenario a change a slave server
will not be able to reach the master server and the zone will expire. So the maximum value
of the zone synchronization time will be the value of the SOA expiration parameter.
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Assume that at some time (t 1) between publication of the new zone on the master
server(t 0) and the time the new zone is picked up by a slave server (t 2) a query for the
data is done by a recursive caching nameserver. Than that recursive server will return the
old data to any of its clients for the time that is set by the TTL value on the old RRset. Only
after t 4 the recursive server will go back and query for new data and pick up the new re-
cords.

Note that the t 4 does not only depend on t 1+TTL but will be upper bound by the signature
expiration time of the signature over the old RRset.

Figure 4.1. DNS Data Propagation
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Expiration from Cache

"Pre Publish" and "Double Signature"
rollovers

During a pre publish rollover the public key is introduced in the DNSKEY RRset well before
RRSIGs are made with the private part of this key. The "new" public keys are than avail-
able in caches when the RRSIGs over the data show up on the authoritative nameservers
and caching nameservers can used cached DNSKEY RRs to verify the new data.

During a double signature rollover the new key pair is introduced and signatures are gener-
ated with both the new and the old key while both public keys are published in the DNS.
After the period it takes to have this data propagate through the DNS the old key is remove
and one only signs and publishes the new key.

Tools

To properly maintain state you will need an operational notebook. As for each of your zone
there will be multiple KSKs and ZSKs and these keys all have a 'state' the situation may
become very confusing. Below we give an overview of the operations using an "operational
notebook”. At the RIPE NCC we have developed a tool that takes the role of the "operation-

20



Rolling Keys

al notebook" and that links to the signing operations. This tool will be available shortly8.

Zone-Signing key rollovers

During a Zone-Signing key (ZSK) rollover we use a "pre-publish" scheme.

Preparation (production phase)

We use the trivial exanpl e. comzone (Figure 4.2, “Trivial example.com”) as an example.
The zone is stored in db. exanpl e. com

Figure 4.2. Trivial example.com

$TTL 100
$ORI G N exanpl e. com
@ 100 I'N SOA ns. exanpl e. com (
ol af. ripe.net.
2004071801
100
200
604800
100

)

NS ns. exanpl e. com
NS ns2. exanpl e. com
ns A 193.0.2.1
ns2 A 193.0.2.2

Assuming that we first start to publish exanpl e. comwe generate two ZSK keys and one
KSK key.

dnssec- keygen -a RSASHAL -b 1024 -n ZONE exanpl e.com
Kexanpl e. com +005+63935

dnssec- keygen -a RSASHAL -b 1024 -n ZONE exanpl e.com
Kexanpl e. com +005+64700

dnssec- keygen -f KSK -a RSASHALl -b 1024 -n ZONE exanpl e.com
Kexanpl e. com +005+54915

In our operational notebook we make a note that key 63935 will be used as the active and
key 64700 as the passive ZSK. Both keys will be available through the keyset but only the
active key is used for signing.

After we generated the keys we include them in the zone by adding the following include
statements to db. exanpl e. com

vy ZSKs
$i ncl ude Kexanpl e. com +005+63935. key
$i ncl ude Kexanpl e. com +005+64700. key

;. KSKs
$i ncl ude Kexanpl e. com +005+54915. key

Then we proceed by signing the zone. Since we do not want to use dnssec-signzone's
default behavior, which is to use all available keys for signing we have to fully specify
which keys to use on the command line. since we will have to do this often the operational
notebook will come in handy.

8July 22,2004: Contact olaf@ripe.net if you want a beta version of the tool
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dnssec-si gnzone -k Kexanpl e. com +005+54915. key -0 exanpl e. com db. exanpl e. com Kexanpl e. com +005+639

Note that we supplied the KSK as an argument with the - k switch and only the active key
ZSK as a signing key.

The Rollover (phasel)

Note down the signature expiration over the DNSKEY RR as is it is available in the DNS
now. This value you can use as an upper limit for the duration of this phase. It is the value
of t 4 in Figure 4.1, “DNS Data Propagation”. In the DNSKEY RR set below the signature
expiration time is August 21, 2004 around 11:35 UTC. If all® the TTLs in your zone are not
higher than say 600 than you would not have to wait that long. You would have to wait until
you see the new zone published in all authoritative servers and an additional 10 minutes.
The signature expiration is really an upper bound.

100 DNSKEY 256 3 5 (

AQPQyhg865V4zKk FZN+FI CLAZPWMAS 51 43pW
UcuQ e] T92AVuOeHCkbH5YI HVI7r +Q AdZ7K
W W-bvbqKBR5PAQWNNBz Cs5Tr b90c OYO+bb
LYZG3aGowUf F1pj vnFV5z USRHCLMEZ Xb5NS
XdazgdhhuM)7L2e2Ef JGp5qi j t RnpQ==
) ; key id = 63935

100 DNSKEY 256 3 5 (
AQPW MsWOs GSTD7i E9ou+s7886WeSLI g/ | /J
CgqwAn7j | ECGAANGC SHV5] WovcWFt hapWiG
DpCluL48AcW VWKRABG USQL6CAyOECZ+24V
4cul +V1 uBt 1Yj uNf Ul ye+k5V+l mkj XBQ3Qf
E8/ owj sdx9mTkeQCAqi Fj UXWKTI 4DQ==
) ; key id = 64700

100 DNSKEY 257 3 5 (
AQPhZQ29Xg60NLgR+qdJENZpk| U+WQFOabnp
Ni 3CeOYyR+bd01Q 2WDI 6BbWCLdI b9Yf | Raj
hnyb+Aneznj Nzhw8Vj cY9Sr 2z cG50ct uZ8Qg
t 7f cG CbEMBf | DI KADRI f +SYBONGEM 6s1 4m
bZ4zoh+nW Nr TXQR5hHv074uSAvZy Q==
) ; key id = 54915

100 RRSIG DNSKEY 5 2 100 20040821114554 (
20040722114554 54915 exanpl e. com
genf 3rf +D6i zv9A/ / 16u+JIx/ LDVi nLt cpkWR
yxDV5goS2SnolLf yEr yqbhSAyKbh4r edy QG SW
| HZXFBoPYr Ay 8f gaY1Af j VP+q9zJPvysUOp+
2T6rmB/ 9pcZoGXwlwPj PUAz+AFO0JnoaWb 7t
764xvZc47kAl 1pTORTI zV2Bof cU= )

100 RRSIG DNSKEY 5 2 100 20040821114554 (
20040722114554 63935 exanpl e. com
T7gRcEZkxEl 5i G1JdCzSu470g9ydMXbUggvcz
A9 ETi TUr Bt t yYua7qDZQ NrzT4GVZ6s/ UBw
t bGCgyMJ sWaul P4h8oer X44bwseP/ m uLY
T9r wnj Bl 1r ZSPDdGDp8I J2vvr x ASYSF2Fxg

At the moment of the rollover you have to make your current passive key (64700) active
and your current active key (63935) passive also make a note that this key is to be re-
moved from the keyset in the next phase of the rollover.

Increase the SOA serial number and resign the zone using the new active key.

dnssec-si gnzone -k Kexanpl e. com +005+54915. key -0 exanpl e. com db. exanpl e. com \
Kexanpl e. com +005+64700

Publish this zone in the DNS and make sure it is published long enough to propagate
through the DNS.

Cleanup (phase2)

After the data has propagated though the DNS it you have to replace the passive ZSK
(63935) by a new passive key.

Start with generating the passive ZSK.

Swhich includes the last parameter in the SOA which is used for negative caching
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dnssec- keygen -a RSASHAL -b 1024 -n ZONE exanpl e. com
Kexanpl e. com +005+01844

Add the new passive key (01844) and remove the old passive key (63935) into the zone
file.

;. ZSKs
$i ncl ude Kexanpl e. com +005+64700. key
$i ncl ude Kexanpl e. com +005+01844. key

;. KSKs
$i ncl ude Kexanpl e. com +005+54915. key

Increase the SOA serial and resign using the same active key as in phase 1.

dnssec-si gnzone -k Kexanpl e. com +005+54915. key -0 exanpl e. com db. exanpl e. com \
Kexanpl e. com +005+64700

After you published your zone you are back into the "production” phase. You should not
proceed into a new rollover until the current DNSKEY RRset had a change to propagate
through the system

You can now delete the 63935 key. We suggest you move the key pair to a separate dir-
ectory or make a backup.

Modifying zone data during a rollover

You can at any time modify zone data other than the data in the keyset. As long as you use
the suitable active ZSK for signing.

Key-Signing key rollovers

During a Zone-Signing key (ZSK) rollover we use a "double signature” scheme.

Preparation (production phase)

We again use the trivial exanpl e. comzone (Figure 4.2, “Trivial example.com”) as an ex-
ample. The zone is stored in db. exanpl e. com It contains a active and a passive ZSK
(63935 and 64700 respectively) and a KSK (54915). The include statements are the same
as the section called “Preparation (production phase):

;. ZSKs
$i ncl ude Kexanpl e. com +005+63935. key
$i ncl ude Kexanpl e. com +005+64700. key

;. KSKs
$i ncl ude Kexanpl e. com +005+54915. key
and the command to sign the zone is the same too.

dnssec-si gnzone -k Kexanpl e. com +005+54915. key -0 exanpl e. com db. exanpl e. com Kexanpl e. com +005+639

The rollover (phase 1)

We start the rollover by generating a new KSK

dnssec-keygen -f KSK -a RSASHALl -b 1024 -n ZONE exanpl e. com
Kexanpl e. com +005+06456

Include the new KSK into the zone file:
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;5 ZSKs
$i ncl ude Kexanpl e. com +005+63935. key
$i ncl ude Kexanpl e. com +005+64700. key

;. KSKs
$i ncl ude Kexanpl e. com +005+54915. key
$i ncl ude Kexanpl e. com +005+06456. key

Sign the zone with both KSKs and the active ZSK.

dnssec-signzone -k Kexanpl e.com +005+54915. key -k Kexanpl e. com +005+06456. key \
-0 exanpl e. com db. exanpl e. com \
Kexanpl e. com +005+64700

db. exanpl e. com si gned

You have now introduce the new key.

Since you are rolling a KSK you will have to upload this key to your parent or have to con-
figure it into your trust anchors (the section called “Configuring the caching forwarder”. The
public key you will have to upload configure is the new one with key-id 06456.

If your parent has a DS RR pointing to your old key it will take time before that DS RR has
expired from caches. The upper limit on the t 4 parameter is the signature expiration time
over the DS RR pointing to the old KSK (54915).

dnssec-sighzone provides two files that will help you during this process. dsset - ex-
anpl e. com and keyset - exanpl e. com . The "dsset" file contains the DS RRs that re-
late to the KSKs in your zone file and the "keyset" file contains the KSKs published in your
Zone file. Remember that since you are replacing keys only one of these entries (06456)
will need be sent/appear at your parent.

The cleanup (phase 2)

Once you are satisfied that all trust anchors are updated and the parental DS RR has
traveled through the DNS you can remove the old key from the set of includes:

;. ZSKs
$i ncl ude Kexanpl e. com +005+63935. key
$i ncl ude Kexanpl e. com +005+64700. key

i KSKs
$i ncl ude Kexanpl e. com +005+06456. key

Sign the zone with the new KSK and the active ZSK.

dnssec-signzone -k Kexanple.com +005+06456. key \
-0 exanpl e. com db. exanpl e. com \
Kexanpl e. com +005+64700
db. exanpl e. com si gned

From this moment on you are in the production phase again.

Multiple KSKs

This algorithm also applies if you have multiple KSKs.The steps are: generate and include
the new KSK in the zone; sign the zone with all KSKs; wait for propagation; remove one of
the KSKs and sign with all left over KSKs.
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Part Il. Securing communication
between Servers

This part considers transaction security issues. It is focused on securing the transactions
between authoritative servers but the same techniques can be used to secure dynamic up-
dates.
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Chapter 5. Securing Zone transfers

Introduction

The communication between hosts can be secured (read authenticated and encrypted) us-
ing a scheme based on symmetric cryptography. By sharing a key the administrators of
two servers can be sure that DNS data is only being exchanged between those two boxes

and that the data has not been tampered with in transit.

The mechanism used to enable this is referred to as TSIG [rfc2845] and is based on a
shared secret. The shared secret is used to sign the content of each DNS packet. The sig-
nature can be used for both authentication and for integrity checking of the data. In order to
prevent a malicious third party to retransmit captured data (replay attack) a time stamp is
included in the data. The TSIG mechanism can also be used to prevent unauthorized zone
transfers; only owners of the secret key are able to do a zone transfer~~. We will describe
how primary server ns. f 00. exanpl e and secondary server ns. exanpl e. comneed to

be configured to enable TSIG for zone transfers.

To configure TSIG one has to perform the following steps:

* Synchronize clocks.

» Create and distribute a shared secret, the TSIG key.

» At the primary server, create an access list specifying which keys are allowed transfer.

» At the secondary server, tell which keys to use when contacting which primary servers

The first item is a pre-requisite for DNSSEC. If you do DNSSEC you should be in sync with
the rest of the world: Use NTP. Time zones can be confusing. Use date -u to verify if your

machine has the proper UTC time.

TSIG configuration is a task for system administrators.

Generating a TSIG key

There are multiple alternatives on how to create a shared secret.

Generating a TSIG secret with dnssec-keygen

dnssec-keygen is the tool that we use to generate a base64 encoded random number that
will be used as the secr et . The arguments that we have to provide dnssec-keygen to

generate a TSIG key are (also see Figure 2.1, “ dnssec-keygen arguments”):

dnssec- si gnzone -a hmac- nd5 -b 256 -n
ns. f oo. exanpl e- ns. exanpl e. com

The command produces two files* The name of the files contain relevant information:

Kdomai n_nane+al gorit hm i d+key_i d. ext ensi on

The domai n_nane is the name specified as the name of the key. The al gorithm.id

107he data in the DNS is public data; disabling zone transfers does not guarantee your DNS data to become 'in-

yisible'

It is a feature of the dnssec-keygen program that it always creates two files, even when it is generating sym-

metric keys.
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identifies the algorithm used: 5 for HMAC- MD5 (1 and 3 are for RSA and DSA respectively
see Appendix A.l. in I-D.ietf-dnsext-dnssec-records). The key_i d is an identifier for the
key material, it is not of relevance for symmetric keys. The ext ensi on is either key or
pri vat e, the first one is the public key and the second one is the private key.

The format of these files differs a bit but they contain exactly the same information; a
base64 encoded random number that you are going to use as a shared secret. Do not be
misdirected by the extensions pri vat e and key, both the files should be kept secure.
Since the secret material is copied to the configuration files and these files are not used in
production, you should actually consider to delete them.

Note that the -n HOST and the nane are not used for the generation of the base64 encoded
random number. It is a convention to use the unique domain-name label that is used to
identify the key as the nane.

# dnssec-keygen -r /dev/random-a HVAC-MD5 -b 128 -n HOST \
ns. f 00. exanpl e- ns. exanpl e. com
Kns. f oo. exanpl e- ns. exanpl e. com +157+12274

# cat Kns. foo. exanpl e-ns. exanpl e. com +157+12274. key
ns. f oo. exanpl e- ns. exanpl e. com | N DNSKEY 512 3 157 gQOgMIA/ LGHwJa8vt D7ubw==

# cat Kns. foo. exanpl e- ns. exanpl e. com +157+12274. pri vat e
Private-key-format: vl1.2

Al gorithm 157 ( HVAC_MD5)

Key: gQOgMIA/ LGHwJa8vt D7ubw==

The base64 encoded random number is: gQOgMIA/ LGHWIa8vt D7u6w== it should be spe-
cified as the secr et in the key statement:

key pri-sec.ws.disi.{
al gori t hm hmac- nd5;
secret "gQOMIA/ LGHwJa8vt D7ubw==";

3

This key definition should be included in both primary and secondary nhameserver configur-
ation file. It is recommended to generate a secret for every different party you are involved
with and you will need to maintain as many secrets as zones you are secondary for.

Other ways to generate secrets

The dnssec-keygen command provides you with a truly random bit sequence. It might be
difficult to communicate the secret to your colleague running a secondary server on the
other side of the world. In those cases you may want to choose to fall back to a pass-
phrase that can be communicated over the telephone.

You can use any base64 encoder to convert the pass-phrase to a valid string in the key-
definition.

# echo "Crypto Rules" | nmencode
@J5cHRvI FJ1bGVzCg==

or if mmencode is not available maybe this perl script can assist you.

#!/ usr/ bin/ perl
use M ME: : Base64;
print encode_base64(" @G\RGV") ;

Actually any string that can be base64 decoded will do Thi sl sAval i dBase64St ri ng
can also be used as secret.
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Configuring TSIG Keys

To secure a zone transfer the primary server and the secondary server administrators have
to configure a TSIG key in naned. conf . The TSIG key consists of a secret and a hashing
algorithm and are identified by domain names. We recommend that you maintain the list of
secret keys in a separate file which is readable by root only and included in the
naned. conf file (e.g. by i ncl ude /var/ named/ shar ed. keys

The key statement looks like:

key ns.foo. exanpl e-ns. exanpl e.com {
al gorithm hmac- md5
secret "gQOuMIA/ LGHwWJa8vt D7ubw=="
H

This statement needs to be exactly the same for the two parties involved.

The key_i d is a domain name uniquely identifying the key. If you have a large number of
secret keys to maintain you should use a fully qualified domain name to avoid name
clashes. We recommend you use a key_i d that uniquely identifies both ends of the com-
munication such as pri - sec. exanpl e. com or ns. f 00. exanpl e- ns. exanpl e. com .
For the al gorithm use the only supported algorithm in the TSIG specification:
hmac- md5. The secr et is followed by the shared secret in a base-64 encoded string.

One can use dnssec-keygen to generate a truly random secret or use a pass-phrase - we
describe both methods below.

Primary servers configuration of TSIG

Both the primary and secondary server should have shared secret configured by using the
key statement in a file included in named. conf (see above).

The primary server can now use the key in what BIND calls an address_match_|ist.
These lists appear inthe al | ow noti fy, al | ow query, al | owtransfer andal | ow
recur si on statements which controls access to the server. (Also see section 6.1.1 and
6.2.14.3 of the online BIND documentation).

Relevant at this point is the al | owt r ansf er in the zone statement. Using the key gen-
erated above the primary server for ws. di si would have the following statement in
named. conf:

zone "ws.disi" {
type naster;
file db.ws.disi;
\\ allow transfer only fromsecondary server that has
\\ key pri-sec.ws.disi.
allowtransfer { key pri-sec.ws.disi. ; };
notify yes;

Secondary servers configuration of TSIG

Both the primary and secondary serve should have shared secret configured by using the
key statement in naned. conf (see above).

The ser ver definition in nanmed. conf is used to instruct the nameserver to use a specific
key when contacting another nameserver.
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\\ secondary for ws.disi
\\ primary server pri.ws.disi is on 10.1.1.2
server 10.1.1.2 {

keys { pri-sec.ws.disi.;};

Troubleshooting TSIG configuration

You can check the format of your naned. conf using the named-checkconf program.
This program reads the configuration file using the same routines as named itself.

To troubleshoot your configuration you have the log file and dig at your disposal.
Before adding the al | ow-transfer { key pri-sec.ws.disi. ; }; you should be
able to transfer the domain from any machine. dig @ri.ws.disi ws.disi AXFR

should be successful. After key configuration the same command should give you output
similar to:

<<>> DG 9.2.0rcl <<>> @ri.ws.disi ws.disi AXFR
;; global options: printcnd
; Transfer failed.

You can test if the key is configured correctly in two ways.
1. You ask the zone administrator to increase the SOA serial and to have the zone re-
loaded on the primary server. The secondary server should pick up the changes.

The log file of the secondary server will have entries like:

. general: info: zone ws.disi/IN transfered serial 2001082801
. xfer-in: info: transfer of "ws.disi/IN from 10. 1. 1. 2#53: end of transfer

2. You use dig to test the key by using dig with the -k flag. dig @ri.ws. di si
ws. disi AXFR -k Kpri-sec.ws. disi.+157+12274. key

Alternatively you can use the -y switch and specify the key-name and the secret 12
with the -y switch.

dig @ri.ws. disi ws. di si AXFR -y pri-
sec. ws. di si.:gQOgMIA/ LGHWJa8vt D7ubw==}

should do the trick.

The log file of the primary server you tried this against will have entries similar to the
following if the key did not match.

. security: error: client 10.1.1.6#1379: zone transfer 'ws.disi/IN denied

TSIG signing of Notifies

TODO: add server directive for master, add allow-notify directive for slave.

Possible problems

127ake care when using secrets on the command line of multi-user systems: on most Unix system command line
arguments are visible on the output of ps or via the / pr oc file system
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Timing problems

Machines that are invcl)léled in a TSIG signed transaction need to have their clocks syn-
chronized within a few™" minutes. Use 'NTP' to synchronize the machines and make sure
the time zones are properly configured. A wrong time-zone configuration can lead to hard

to spot problems; use date -u to check what your machine thinks is the 'UTC' time.

Multiple server directives

TSIG is a mechanism to protect communication on a per machine basis. Having multiple
server directives for the same server or multiple keys in one server directive might lead to
unexpected results... as a matter of fact it most certainly will lead to unexpected results.

13BIND has 5 minutes hard coded
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Appendix A. BIND installation

DNSSEC is available as of bind 9.3.0. The latest versions of bind can be find on ISC's ftp
server. DNSSEC support is only compiled if the openssl library is configured during compil-
ation.

configure with the - - wi t h- openssl flag.

If you want to have the "sigchase" capability (see the section called “Using dig for
troubleshooting” compiled into dig you will have to set the CFLAGS variable to the -
DDl G_SI GCHASE=1

Check the output of config to confirm that openssl was indeed found. For example:

cd /usr/local/src

tar -xzf bind-9.3.0rc3

cd bind-9.3.0.rc3

.lconfigure --prefix=/usr/local --wth-openssl=/sw CFLAGS="-DDl G S| GCHASE=1"

checki ng whether byte ordering is bigendian... yes
checking for OpenSSL library... using openssl from/sw/lib and /sw /i nclude
checki ng whether linking with OpenSSL works... yes

Please note that BIND 9.3.0 does not have DNSSEC enabled by default. Therefore you
have to use the dnssec- enabl e directive in the opt i ons section of naned. conf .

options {
/1 turn on dnssec awareness
dnssec- enabl e yes;

3
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Appendix B. Hints and tips

Your contributions are welcomed

Using dig for troubleshooting

dig has a few switches that come in useful when troubleshooting DNSSEC setups.

+mul tiline Structures the output of dig so that it is easily readable as a bonus the
keyi d will be printed as a comment behind DNSKEY RRs.

+cd The +cd option sets the "checking disabled" bit on the query. You would
typically use this when your verifying recursive nameserver would answer a
SERVFAI L and you would like to establish if this is due to DNSSEC mark-
ing this data as "bad".

+dnssec The +dnssec option makes the server that is being queried include the
DNSSEC related data. Use this in combination with the +cd to establish if
data from a zone is signed at all or, for instance, if you want to figure out if
the validity interval's on the signatures are correct.

+trace Traces the delegation chain. This option may be helpful if you trying to fig-
ure out where the delegation points are.

+si gchase  Traces the the signature chain. You will also need to have a
.Itrusted-keys. keys or /etc/trusted-keys. keys available that
contains trusted key entries.

[Editors note: the sigchase option gave an abort trap at the moment we
compiled these notes (bind9.3.0rc3). We will expand this item later]

Estimating zone size increase

When planning for having zones signed you have have to consider that zone signing will
increase your zone file size and the amount of memory used in the authoritative nameserv-
ers. We have performed some measurements where we took a number of zone files,
signed them and loaded them on a nameserver.

We started with the 1.8 thousand zones that the RIPE NCC servers on their authoritative
servers. For a number of these zones the RIPE NCC is the primary server but for the
largest part these are zones that the RIPE ncc is secondary for. The zones can roughly be
distinguished into two classes; "end-node" zones and "delegation" zones. In end node-
zones the data at most names in the zone is authoritative (the contain e.g. A, AAAA or PTR
for most of the names). Delegation zones contain mostly delegations (NS) records, typically
these are top level domains and "/16 reverse delegation" domains.

We signed the zone files with a 1024 bit RSASHAL zone signing key. During the signing
NSEC RRs with corresponding RRSI Gs are added and all RRsets in the zone are signed.
Since a delegation NS RR is not an authoritative piece of data no signature is created. So
typically for a "end-node" zone one NSEC and two RRSI Gs are introduced into the zone
while for a delegation type zone only one of each type of security record is introduced. In
Figure B.1, “Zone size vs number of owner nhames” we plotted the zone file size increase
as a function of the number of NSEC records. The number of NSEC records correlates one
to one with the number of domain names in a zone. In the figure you can clearly see a
bimodal distribution. One for the "end-node" type of zones and one for the delegation type
of zone.
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We fitted two linear relations to this data and found that for a delegation type of zone the
size increase is 350 bytes per owner name while for an "end-node" zone the increase is
672 bytes per owner name.

In Figure B.2, “Core size vs zone file size” we plotted the relation between increase in core
size versus the zone file size increase due to signing. The relation is linear and the slope is
roughly 0.73. In other words the core size increase is roughly 200 and 500 bytes for deleg-
ation type and end-node type zones respectively.

You can use these parameters for rough size calculations, your mileage may vary depend-

ing on the size and the algorithm of the key you use, the version of bind 4 and the content
of the zone.

Figure B.1. Zone size vs number of owner names

Zohe Filesize Growth due to Signing
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Figure B.2. Core size vs zone file size

14hese measurements were done with a shapshot version of bind9.3
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Generating Random Numbers

The generation of keys and, for the DSA algorithm, the generation of signatures requires
random numbers. You should take care that the random number generator generates 'real’
randomness. The quality of random numbers generated in software is debatable, and that
even applies to some degree to /dev/random devices, even these extract randomness from
hardware response times. You should ensure that your operating system produces a flow
of good random numbers. For a machine that does not have any external sources of ran-
domness this may be tricky to achieve and cause your key generator or signer to block and
wait for entropy (randomness).

One relatively simple tool to test randomness of data streams is ent
[http://www.fourmilab.ch/random/] from www.fourmilab.ch. A "good" measurement result
from ent should not be interpreted as a sign that one's random number generator is per-
fect. There could be systematic effects that are hard to find using this particular tool1®.

Relatively cheap sources of random data are USB crypto tokens. For more information
about these tokens and random number generation see ht-
tp://openfortress.org/cryptodoc/random/ and references therein.

Perl's Net : : DNS: : SEClibrary

A shameless plug.

If you want to build tools to maintain your DNSSEC zones you may want to have a look at
the Net::DNS::SEC library that is available on CPAN (http://search.cpan.org
[http://search.cpan.org/search?query=NEt%3A%3ADNS%3A%3ASEC]). Using this exten-
tion to the Net : : DNS library it is fairly easy to write scripts such as the one below that veri-

15Eor instance the predictable behavior of hardware during the boot of an OS may cause bit streams generated
shortly after two boot sequences to be correlated
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fies that the signature over a SOA will not expire within the next 24 hours.

Figure B.3. Net: : DNS: : SEC Example Script

#!/usr/local /bin/perl -T -Wall

# checkexpire. pl

# Exanpl e script that queries an authoritative server for a SOA

# record and verifies that the signatures over the record are still
# valid and will not expire in the next 24 hours.

# This anotated and sonewhat verbose script is witten for

# denonstration purposes only hence sone possible error conditions
# are not tested for.

use strict;

use Net:: DNS: : SEC,
use Tine:: Local ;

# The donmin and its naster server.
ny $domai n="secret-wg. org";
ny $authoritative_server="ns.secret-wg.org";

# Setting up the resolver (use perldoc Net::DNS::Resolver for the
# docunentation of this class and its nethods)
ny $res = Net::DNS:: Resol ver->new);

# Query the default resolver to find out what the address is of the
# authoritative server.
ny $answer packet _aut h_server= $res->query($authoritative_server,"A");

# Digest the packet see perldoc Net::DNS::Packet and perl doc
# Net::DNS::RR :A W ignore error checking. The first RRin the answer
# section is assuned to be the A RR for ns.secret-wg.org.

ny $aut h_addr ess=( $answer packet _aut h_server->answer)[ 0] - >addr ess;

# Set up the resolver object so it queries the authoritative server.
$res->naneserver ( $aut h_address );

# Set up the resolver so that it tal ks DNSSEC
$res->dnssec(1);

# Send the query for the soa to the authoritative naneserver.
ny $packet =$r es- >send( $domai n, " SOA") ;

# Digest the answer section, realizing there may be nore than one
# RRSI G (per definition there is always one SOA RR

ny $soa;
nmy @oasig;
foreach ny $rr ( $packet->answer ){
if ($rr->type eq "SOA"){
$soa=$rr;
next;

}

if ($rr->type eq "RRSIG'){
push @oasig, $rr;
next;

die "NO SOA RR found" unl ess $soa;
die "NO RRSI Gs over the SOA found" unless @oasig;
print @oasig ." signatures found\n";

# Fetch the keys that belong to this zone (DNSKEYs live, |ike the SQA
# at the apex.)

ny @eyrr;
$packet =$r es- >send( $donmi n, " DNSKEY") ;
foreach ny $rr ( $packet->answer ){
if ($rr->type eq "DNSKEY"){
push @keyrr, $rr;
next;
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di e "NO DNSKEYS found for $domai n" unl ess @eyrr;

# Now | oop over each signature, fetch the public part of the key with
# which the signature was nade, validate the signature and do the date
# conpari sson.

# See perldoc Net::DNS::RR :RRSIG for the nmethods to access the RRSI Gs
# internals

SI GLOOP: foreach ny $sig ( @oasig ){
print "Checking signature nade with key ".$sig->keytag ."\n";
# verify the signature.
# first select the key with the proper keytag fromthe key set.
ny $keyfound=0;
KEYLOOP: foreach ny $key (@eyrr){
next KEYLOOP if ($key->keytag != $sig->keytag);
$keyf ound=$key;
| ast KEYLOOP,

print "WARNING NO public key found to validate:\n "
$si g->string. "\ n" unl ess $keyfound;

# Do the actual validation.
if (! $sig->verify([ $soa ], $keyfound)){
# The signature did not validate. Say why.

print "WARN: Signature made with " .$sig->keytag . " failed to verify:\n".

$sig->vrfyerrstr;
}el se{

# The signature validated.
# Lets verify if we have nore than 24 hours before expiration.

$si g->sigexpiration =~ /(\d{4}) (\d{2})(\d{2})(\d{2})(\d{2})(\d{2})/;

ny $expiration=ti negm ($6, $5, $4, $3, $2-1, $1-1900);

ny $hour st ogo=($expiration-tinme())/3600;

print "WARNING Signature made wth ".$sig->tag. "will expire within "
$hourstogo . " hours\n" if $hourstogo <24;

B
# $1d$
HHtH#
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